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Intrinsic neural fields offer a novel representation
for neural fields on manifolds combining the
advantages of neural fields with the spectral
properties of the Laplace-Beltrami operator.
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Texture Reconstruction Neural Tangent Kernel Analysis

We define a kernel

k- MxM—=R
to be stationary if it can be
written as

k(p,q) = Z/%(Az)qbz( p)di(qa) (4)
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Theorem 1. Let M be S™ or a closed 1-manifold. Let (A, ¢i)i=1,....a be the pos-
We can also consider itive, non-decreasing eigenvalues with associated eigenfunctions of the Laplace-
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Then, the composed neural tangent kernel Kyt : M X M — R of an MLP with

dependence: the embedding v is stationary as defined in Eq. J.
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Texture Transfer Evaluations: Texture Reconstruction

A novel and versatile representation for neural NeuTex? TF2+RFF!  Ours
fields on manifolds. PSNR 1 , : ,
We extend the neural tangent kernel analysis of DSSIM! : : ,

Fourier features’ to the manifold setting.
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We show state-of-the-art quality for high-fidelity PSNR1

texture reconstruction

Discretization-Agnostic Learning DSSIM !

through various applications: texture transfer

texture reconstruction with view dependence, and
discretization-agnostic learning on meshes and

point clouds.

We demonstrate the versatility of our method ****# LPIPS

original dense cloud!
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